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Top 10 Employer Takeaways as New 
Jersey Cracks Down on Artificial 

Intelligence Discrimination

By Sarah Wieselthier

In this article, the author discusses the new guidance in New Jersey 
that makes it clear that the New Jersey Law Against Discrimination 
applies to artificial intelligence-powered decision-making in hiring 
and beyond.

New Jersey recently put employers on notice: artificial intelligence 
(AI)-driven bias is illegal discrimination. The state’s January 9 guid-

ance on algorithmic discrimination makes it clear that the New Jersey 
Law Against Discrimination (NJ LAD) applies to AI-powered decision-
making in hiring and beyond. At the same time, the state launched a 
Civil Rights Innovation Lab to monitor AI compliance, enforce viola-
tions, and educate businesses on AI risks. This means that New Jersey 
employers using AI-driven tools – including those purchased from 
third-party vendors – must now proactively ensure these systems don’t 
create discriminatory outcomes. Here are the top 10 takeaways employ-
ers need to know to stay compliant under New Jersey’s new AI enforce-
ment push.

AI BIAS IS ILLEGAL UNDER NEW JERSEY’S LAW AGAINST 
DISCRIMINATION

The NJ LAD explicitly prohibits algorithmic discrimination, treating 
AI-driven bias the same as traditional discrimination. This applies to 

The author, a partner with Fisher Phillips, may be contacted at swieselthier@ 
fisherphillips.com.

VOL. 51, NO. 1 SUMMER 2025

L A W  J O U R N A L
Employee Relations

mailto:swieselthier@fisherphillips.com
mailto:swieselthier@fisherphillips.com


Vol. 51, No. 1, Summer 2025 2 Employee Relations Law Journal

employment, housing, public accommodations, credit, and contract-
ing. Employers will have a difficult time arguing that AI’s “black box” 
decision-making shields them from liability. If an AI system results in 
biased outcomes, the new guidance1 says that the employer will be held 
responsible.

EMPLOYERS ARE LIABLE FOR AI DISCRIMINATION – 
EVEN IF THEY USE THIRD-PARTY VENDORS

The guidance emphasizes that employers cannot escape liability by 
outsourcing AI hiring, screening, or evaluation tools. And they can’t sim-
ply point the finger of blame at a vendor if a bad outcome occurs and 
a lawsuit follows. If an AI tool used by an employer leads to disparate 
impact or direct discrimination, the guidance says that the employer is 
still legally responsible.

EMPLOYERS SHOULD AUDIT AI SYSTEMS FOR BIAS 
BEFORE AND DURING USE

The guidance says that New Jersey regulators expect businesses to 
evaluate AI tools before deployment and continuously monitor them. As 
a result, employers should:

• Conduct bias audits before implementing AI-driven hiring or 
decision-making tools.

• Perform regular assessments to ensure AI tools don’t dispro-
portionately impact protected groups.

• Establish compliance protocols for mitigating AI-driven bias.

AUTOMATED HIRING AND PROMOTION TOOLS FACE 
HEIGHTENED SCRUTINY

The NJ Civil Rights Division will focus on AI bias in employment deci-
sions, including hiring, promotions, and terminations. Employers using 
AI-driven resume screening, personality assessments, or video interview 
analysis should ensure these tools do not unintentionally exclude or 
rank candidates unfairly. “We will continue to make sure that people 
and companies do not use innovative new technologies to discriminate 
against and exclude our state’s residents,” said the state Attorney General 
in an announcement accompanying the guidance.2
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DISABILITY & REASONABLE ACCOMMODATION 
COMPLIANCE APPLIES TO AI

AI cannot ignore or penalize candidates or employees with disabili-
ties, according to the guidance. Employers should:

• Ensure AI hiring tools account for accessibility needs (e.g., 
alternative keyboards, speech-to-text tools, etc.).

• Prevent productivity-tracking AI from flagging medical-related 
breaks as performance issues.

THE CIVIL RIGHTS INNOVATION LAB WILL MONITOR AI 
ENFORCEMENT

The guidance announced the creation of New Jersey’s Civil Rights 
Innovation Lab. This new government agency will:

• Develop AI tools to detect discrimination in hiring, housing, 
and credit.

• Enhance enforcement of AI-related discrimination complaints.

• Offer compliance training to businesses on AI risk management.

PUBLIC TRANSPARENCY REQUIREMENTS MAY EXPAND

While New Jersey has not yet mandated disclosure rules, employ-
ers should prepare for possible regulations or a change in the law that 
would require employers to:

• Notify candidates when AI is used in hiring.

• Disclose AI’s role in employment decisions.

• Offer explanations for AI-driven hiring rejections.

STATE LAUNCHES TRAINING AND EDUCATION 
PROGRAMS ON AI BIAS

The guidance says that New Jersey will offer public education sessions 
and compliance training on AI-related discrimination. Employers should 
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take advantage of these state-backed resources once they are announced 
to stay ahead of enforcement trends.

THE NATIONAL AI COMPLIANCE LANDSCAPE IS 
CHANGING

New Jersey’s guidance is just one of many states hopping on the AI 
regulation bandwagon. The Garden State now joins a growing trend of 
states regulating AI discrimination:

• New York City’s Local Law 1443 was the nation’s first law to cre-
ate obligations for employers when AI is used for employment 
purposes – including obligatory bias audits.

• Colorado4 was the first state to pass a law requiring AI bias 
prevention measures.

• Illinois became the second state to pass AI workplace legisla-
tion that will require employers to provide notice to applicants 
and workers if they use AI for hiring, discipline, discharge, or 
other workplace-related purposes.

• New York and California just took steps to advance the ball 
when it comes to regulating AI use in the workplace.

• Several other states – including Texas and Connecticut – have 
pending AI bias legislation teed up for 2025.

EMPLOYERS SHOULD TAKE IMMEDIATE ACTION

To reduce legal risk, employers should consider taking these steps:

• Audit AI tools for potential bias;

• Build an AI Governance protocol in the workplace;

• Train HR teams on AI compliance;

• Engage with AI vendors to ensure bias-mitigation protocols are 
in place; and

• Monitor enforcement trends to anticipate regulatory shifts.
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NOTES

1. https://www.nj.gov/oag/newsreleases25/2025-0108_DCR-Guidance-on-Algorithmic-
Discrimination.pdf.

2. https://www.njoag.gov/attorney-general-platkin-and-division-on-civil-rights-an-
nounce-new-guidance-on-algorithmic-discrimination-creation-of-civil-rights-innovation-
lab/.

3. https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=4344524&GUID= 
B051915D-A9AC-451E-81F8-6596032FA3F9&Options=ID%7CText%7C&Search=.

4. https://leg.colorado.gov/sites/default/files/documents/2024A/bills/2024a_205_rer.pdf.
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